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 � A diverse range of societies is increasingly facing the challenge 

of disinformation but we still need more understanding of the 
variations in disinformation vulnerability, especially in South-
east Asia.

 � $FURVV�6RXWKHDVW�$VLD��RXU�UHVHDUFK�VKRZV�WKDW�GL΍HUHQW�PHGLD�
system features produce a variety of incentives that shape 
disinformation.

 � We present three media system models in the region – the 
government mouthpiece model, the limited public informant 
model, and the public watchdog model – and the variations in 
disinformation vulnerabilities each one faces respectively.

 � The overwhelming state control of the entire media ecosystem 
in the government mouthpiece model makes it highly vulnera-
ble to state-backed disinformation.

 � In the public watchdog model, the relative openness of the 
PHGLD�V\VWHP�WR�GL΍HUHQW�DFWRUV�PDNHV�LW�KLJKO\�YXOQHUDEOH�WR�
state and non-state-backed disinformation.

 � The uneven media system features of the limited public 
informant model makes it more vulnerable to state-backed 
disinformation but also still susceptible to non-state-backed 
disinformation.

 � The spotlighting of media systems reveals the institutional 
sources of disinformation vulnerabilities, enabling civil society, 
government, and even the private sector, to design more ap-
SURSULDWH�DQG�H΍HFWLYH�UHVSRQVHV�WR�FRPEDW�GLVLQIRUPDWLRQ��
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Around the world, diverse societies are increasingly facing a common 
challenge – that of disinformation. Whether in the form of electoral 
manipulation, medical misinformation, or communal violence, the 
H΍HFWV�RI�GLVLQIRUPDWLRQ�LQ�YDULHG�PHGLD�V\VWHPV�KDYH�EHHQ�HTXDOO\�
insidious for many countries. Governments, technology companies, 
and journalists are continually challenged to combat such disinfor-
mation. This is especially true for Southeast Asia where countries, 
in particular Indonesia, the Philippines and Thailand are now active 
ODERUDWRULHV�IRU�ERWK�GLVLQIRUPDWLRQ�LQQRYDWLRQV�DQG�FRQVHTXHQW�
policy interventions. 

:H�R΍HU�D�PHGLD�V\VWHP�DSSURDFK�WR�UHVSRQG�WR�GLVLQIRUPDWLRQ�
vulnerability that can potentially be useful for Southeast Asia and 
elsewhere. Our research shows that media system features play a 
VLJQLȴFDQW�UROH�LQ�VKDSLQJ�KRZ�DQG�ZK\�VRFLHWLHV�DUH�HTXDOO\�EXW�GLV-
tinctively vulnerable to disinformation. In this chapter, we show how 
taking this approach can appropriately and better develop disinfor-
mation resilience in our societies. 

We will present our proposed approach in more detail, and demon-
strate the potential of a media system approach to developing 
disinformation resilience, drawn from our study of disinformation 
campaigns and media systems in Southeast Asia. Using comparative 
process tracing (CPT), we rigorously combined theory-informed case 
studies, process tracing, and within-case and cross-case comparative 
analysis of a wealth of secondary data from each of our 11 country 
cases from the region including existing scholarly works, government 
and non-government papers, and press organisation documents. 

We did three stages of CPT to satisfy our research goals. In the 
ȴUVW�VWDJH��ZH�JHQHUDWHG�D�W\SRORJ\�RI�PHGLD�V\VWHP�PRGHOV�LQ�
Southeast Asia. In the second stage, we reconstructed some of the 
PRVW�VLJQLȴFDQW�GLVLQIRUPDWLRQ�FDPSDLJQV�LQ�UHSUHVHQWDWLYH�FRXQWU\�
cases from 2010 to 2019 to trace the pathways of disinformation 
in each of the media system models. In the last stage, we brought 
WRJHWKHU�WKH�GDWD�DQG�ȴQGLQJV�IURP�WKH�ȴUVW�WZR�VWDJHV�WR�DQDO\]H�
how dis/ similar media system features shape the production and 
GLVVHPLQDWLRQ�RI�GLVLQIRUPDWLRQ��DQG�FRQVHTXHQWO\��GLVLQIRUPDWLRQ�
YXOQHUDELOLW\��2Q�WKLV�EDVLV��ZH�GUDZ�LQVLJKWV�RQ�WKH�EHQHȴWV�DQG�
GLVEHQHȴWV�RI�VRPH�RI�WKH�PRVW�FRPPRQ�SROLF\�UHVSRQVHV�WR�GLVLQ-
formation in the region.  
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A :H�GHȴQH�ȆPHGLD�V\VWHPȇ�DV�WKH�HQWLUHW\�RI�UXOHV��QRUPV��DQG�

institutions that regulate the relationship between media, state, 
and the broader public in a given country. The features of a media 
V\VWHP�KDYH�ORQJ�EHHQ�FRQVLGHUHG�VLJQLȴFDQW�PRGHUDWLQJ�IDFWRUV�
of mass and political communication processes.1 'L΍HUHQW�PHGLD�
system features can determine who sets the public agenda,2 the 
H΍HFWLYHQHVV�RI�WKH�DJHQGD�VHWWLQJ�SRZHU�RI�WKH�PDVV�PHGLD�3 and 
HYHQ�WKH�TXDOLW\�DQG�ȵRZ�RI�SROLWLFDO�LQIRUPDWLRQ�WR�WKH�JHQHUDO�
public.4 In short, media system models can be distinguished based 
on the primary social role of the media in a given society – who has 
control of the media and for what purpose its power is used. We 
argue that media system features also play a role in enabling or 
inhibiting disinformation.

We categorise Southeast Asian media systems into the following 
three models: media as 

1/ government mouthpiece, 
2/ limited public informant, and 
3/ a watchdog for the public. 

With little  studies on media systems in the region, we propose this 
original model of Southeast Asian media system. We take inspira-
tion from the tradition of modeling media systems in Europe and 
North America5.�:H�GLVFXVV�WKH�YDULHG�IHDWXUHV�RI�WKHVH�GL΍HUHQW�
media system models as shown in Table 1. 

1 Hallin, Daniel and Paolo Mancini. 2004. 
Comparing Media Systems: Three Models 
of Media and Politics. Cambridge, United 
Kingdom: Cambridge University Press.

2 Semetko, Holli, Jay Blumler, Michael 
Gurevitch, and David Weaver. 2013. The 
Formation of Campaign Agendas: A 
Comparative Analysis of Party and Media 
Roles in Recent American and British 
Elections. New York, USA: Routledge.

3 Santana-Pereira, Jose. 2012. Media 
Systems and Information Environments: 
A Comparative Approach to the Agenda-
setting Hypothesis. PhD thesis, Department 
of Political and Social Sciences, European 
University Institute. Florence, Italy.

4 Aalberg, Toril, Peter van Aelst, and James 
Curran. 2010. “Media systems and the 
political information environment: A 
cross-national comparison.” International 
Journal of Press/Politics 15, 3: 255–271.

5 Hallin and Mancini. 2004. Comparing 
Media Systems: Three Models of Media and 
Politics. 
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Table 1: Media System Models in Southeast Asia  

Model Countries Features

Form of 
media 
regulation

Type of 
media 
ownership

Level of 
journalistic 
independence 
from partisan 
actors

Degree 
of media 
freedom

Media 
as gov-
ernment 
mouth-
piece 

Brunei, 
Laos, 
 Vietnam

Tight state 
regulation

State 
 monopoly

No independ-
ence; nearly all 
are state press

Unfree

Media as 
limited 
public 
 informant 

Cambodia, 
Myanmar, 
Singapore, 
Thailand

Tight state 
regulation

A mixture 
of state 
monopoly 
and private 
ownership

Low independ-
ence; mostly 
partisan press 

Unfree

Media as 
watchdogs 
for the 
public

Indonesia, 
Malaysia, 
Philippines, 
Timor-Leste

Media 
self-regu-
lation

Private 
ownership

High independ-
ence; generally 
independent 
press

Partly 
free

Source: The Authors 6 

ΖQ�WKH�ȴUVW�PRGHO��WKH�JRYHUQPHQW�H[HUFLVHV�DEVROXWH�FRQWURO�RI�
the media environment to ensure that the media functions as 
the “throat and tongue” of the state. Government policies directly 
shape what media can and cannot do, show, or talk about, regard-
less of platform – whether it is print, radio, television, or even 
LQWHUQHW�PHGLD��7KH�GHȴQLQJ�FKDUDFWHULVWLF�RI�WKLV�PRGHO�LV�WKH�VWDWH�
monopoly of media ownership. The second model, one in which 
WKH�PHGLDȇV�SULPDU\�UROH�LV�WR�EH�D�OLPLWHG�SXEOLF�LQIRUPDQW��VKDUHV�

6 As an exercise in regional comparison, 
some model features may not be applicable 
to all countries. Nevertheless, cross-model 
di!erences are argued to be more ana-
lytically meaningful than within-model 
variations. Media systems in transition, 
like that of Myanmar or Malaysia, are par-
ticularly more challenging to be included in 
regional models. The most recent political 
changes in Myanmar and Malaysia, from 
2020 to present, have yet to be incporated 
in our analysis. 
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VRPH�RI�WKH�IHDWXUHV�RI�WKH�ȴUVW�RQH��6WDWH�DXWKRULWLHV�LPSRVH�D�
high degree of control over the media; however, rather than direct 
LQWHUIHUHQFH�DQG�RZQHUVKLS��WKH�VWDWH�H[HUFLVHV�LQȵXHQFH�RYHU�WKH�
media through a culture of fear and self-censorship among journal-
ists. There is a relative plurality of voices, journalists are more than 
just party watchdogs, and unregulated content thrives – especially 
in privately-owned media outlets. 

ΖQ�FRQWUDVW�WR�WKH�ȴUVW�WZR�PRGHOV��LQ�WKH�WKLUG�PRGHO��WKH�SUHVV�
LV�JLYHQ�D�VLJQLȴFDQW�UROH�LQ�DGYRFDWLQJ�SXEOLF�LQWHUHVW�Ȃ�HVSHFLDOO\�
in times when it is at odds with the government agenda. One of 
the most important features of this model is media self-regula-
WLRQ��6WDWH�ODZV�VHW�RQO\�PLQLPDO�UHTXLUHPHQWV�IRU�PHGLD�RXWOHWV�
to operate freely and autonomously. Rather than the pressure of 
partisan or ideological lines, which issues get coverage and which 
get ignored is dictated by business capital. Regardless of these 
challenges, however, the relatively free media environment in this 
PRGHO�LV�VWLOO�PDUNHGO\�GL΍HUHQW�IURP�WKH�RWKHUV��  
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:H�GHȴQH�GLVLQIRUPDWLRQ�DV�DQ\�IDOVH�LQIRUPDWLRQ�WKDW�LV�LQWHQWLRQ-
ally published to harm a person, community, or an entire society.7 
&RUROODU\��ZH�XVH�WKH�ZRUG�ȆGLVLQIRUPDWLYHȇ�IRU�FRQWHQWV��UHJDUG-
OHVV�RI�W\SH��WKDW�ȴW�WKLV�FRQFHSWXDOL]DWLRQ��$OWKRXJK�LW�FRXOG�EH�
personally harmful, the harm done through disinformation usually 
transcends the targeted individual; it hijacks public conversations 
to manipulate public opinion and erodes public trust in the media 
and in democratic institutions. The deception and harm is used 
primarily for partisan or private gains. This conceptualisation of 
disinformation distinguishes it from both misinformation (uninten-
tionally harmful false information) or mal-information (intentionally 
harmful true information).

Figure 1: Types of Disinformative Content and Forms of 
 Disinformation in Southeast Asia

Hyperpartisan

Ethnic and religious 
hate speech

Rent-seeking

Attention hacking

Crude 
VS 

Sophisticated 
Disinformation

Source: The Authors

We spotlight the four convergent varieties of disinformation ob-
served across various media systems in Southeast Asia. As shown 

7 Wardle, Claire, and Hossein Derakhshan. 
2018. “Thinking about ‘Information 
Disorder’: Formats of Misinformation, 
Disinformation, and Mal-Information.” 
In Journalism,‘Fake News’& Disinforma-
tion, edited by Cherilyn Ireton and Julie 
Posetti. Paris: Unesco. 43–54; Humprecht, 
Edda, Frank Esser, and Peter Van Aelst. 
2020. “Resilience to Online Disinforma-
tion: A Framework for Cross-National 
Comparative Research.” The International 
Journal of Press/Politics. (https://doi.
org/10.1177/1940161219900126).
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in Figure 1, disinformation across the region converges around 
several ideas: 

1/ hyper-partisanship, 
2/ rent-seeking, 
3/ HWKQLF�	�UHOLJLRXV�FRQȵLFW��DQG�
4/ attention hacking. 

We describe how these varieties operate, focusing on the media 
system manipulation tactics associated with each. Looking at 
WKH�PHDQV�DQG�HɝFDF\�RI�SURGXFWLRQ�DQG�GLVVHPLQDWLRQ��WKHVH�
varieties of disinformation can further be categorised to be either 
���bFUXGH�RU�����VRSKLVWLFDWHG�LQ�IRUP��

Ȇ+\SHU�SDUWLVDQ�GLVLQIRUPDWLRQȇ�LV�FKDUDFWHULVHG�E\�WKH�XVH�RI�
disinformative content that is extremely biased in favor of one 
political faction. Such disinformation can be employed by both 
the administration and opposition camps through media manip-
ulation tactics involving multiple actors in a network, making it 
more sophisticated. Hyper-partisan disinformation is often found 
in anonymous pages, websites, mobile instant messaging chat 
rooms, or multimedia channels that report extremely-skewed 
news framed disinformatively. Political actors take advantage 
of weak regulatory regimes or media capture by contributing to 
hyper-partisan disinformation, in a race to churn out content for 
political control. 

Some disinformative content functions to tarnish the reputation of 
PDUNHW�FRPSHWLWLRQ��:H�FDOO�WKLV�ȆUHQW�VHHNLQJ�GLVLQIRUPDWLRQȇ�VLQFH�
WKH�XOWLPDWH�DLP�LV�HFRQRPLF�SURȴW��ΖQ�6RXWKHDVW�$VLD�WKH�FLUFOHV�RI�
the economic and the political elite greatly overlap and are secured 
through informal protection pacts,8 making rent-seeking disinfor-
mation a highly viable tool for both state and economic actors. As 
such, the region has seen both state-led and private-led variants of 
commercially motivated disinformation.

8 Slater, Dan. 2010. Ordering Power: Conten-
tious Politics and Authoritarian Leviathans 
in Southeast Asia. New York: Cambridge 
University Press.
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Disinformation playing on ethnic and religious divides aim to 
subjugate groups and exercise political control over them, through 
either state propaganda or independent and bigoted social media 
activities. This variety usually uses false narratives with incendiary 
and uncivil language that leads to very real threats to the safety 
and welfare of the targeted groups. These sentiments come in the 
form of hyper-aggressive comments, fake news, and memes. 

/DVWO\��ȆDWWHQWLRQ�KDFNLQJ�GLVLQIRUPDWLRQȇ�LV�PRVWO\�SHUVRQDOO\�PRWL-
vated, and uses clickbait tactics to spread disinformation across the 
media system. This variety relies on spectacle, whether based on 
reliability of everyday experiences or shock and awe. Such narra-
tives include false posts and videos that may portray politicians as 
PRUH�UHODWDEOH�E\�XVLQJ�RXW�RI�FRQWH[W�TXRWHV��LPDJHV��RU�YLGHRV�WR�
sell messages. While not necessarily less harmful, its intent may be 
less insidious; yet, spotlighting this variation helps since it exploits 
the same media system vulnerabilities that other variations do.

Some of these varieties are more complex than others in both 
form and content. The varieties with more complicated dissemina-
WLRQ�PHFKDQLVPV�FDQ�EH�FRQVLGHUHG�ȆVRSKLVWLFDWHG�GLVLQIRUPDWLRQȇ�
and are usually deployed for high political stakes. Sophisticated 
disinformation typically involves either advertising and public rela-
WLRQV�ȴUPV�RU�QHWZRUNHG�LQGLYLGXDOV�RU�ERWK��ZRUNLQJ�FORVHO\�ZLWK�
political actors from either the administration or the opposition, 
to create disinformation that is challenging to trace. The use of 
ȊFKHDS�IDNHVȋ��FRQWHQW�VHHGLQJ�YLD�VRFLDO�PHGLD�LQȵXHQFHUV��RU�WKH�
use of closed online groups are some of the examples of this form. 

Less complex disinformation can be described as crude and has 
relatively lower stakes, but may still be used for political gain. 
Ȇ&UXGH�GLVLQIRUPDWLRQȇ�XVXDOO\�RQO\�LQYROYHV�DQ�LQGLYLGXDO�DQG�WKHLU�
limited network, but virality may play a role in wide dissemination. 
State or farm trolls are the most popular crude forms of disinfor-
mation and social media platforms tend to zero in on this form of 
disinformation given its simple nature.  
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:H�GHȴQH�GLVLQIRUPDWLRQ�YXOQHUDELOLW\�DV�WKH�VWDWH�RI�VXVFHSWLELOLW\�RI�
D�PHGLD�V\VWHP�WR�WKH�SRWHQWLDO�ULVNV�DQG�GDPDJLQJ��FRQVHTXHQFHV�
of disinformation. It refers to the diminished capacity of a media 
system to detect, minimise, respond to, and recover from the harm 
resulting from a disinformation campaign. Our research shows that 
all media systems face the hazards of disinformation, but each is 
distinctively vulnerable: varied media system features make societies 
more vulnerable to some forms of disinformation over others. We 
show this in Table 2��0HGLD�V\VWHP�IHDWXUHV�D΍HFW�WKH�GLVWULEXWLRQ�RI�
institutionalised incentives for the kinds of social actors who engage 
in disinformation work as well as the likely form of disinformation, 
which in turn, produce variations in disinformation vulnerability.

Table 2: Varieties of Disinformation Vulnerability  
in Southeast Asia 

Media System 
Model

Disinformative 
Actors

Form of 
 Disinformation

Disinformation 
Vulnerability

Government 
mouthpiece 
(Brunei, Laos, 
Vietnam)

Mainly state 
actors; partisan 
and commercial 
actors

Mostly crude High vulnerability 
to state-backed 
disinformation 
across platforms; 
Limited disinfor-
mation activity for 
non-state actors

Limited public 
informant 
(Cambodia, Myan-
mar, Singapore, 
Thailand)

Both state and 
non-state actors

Uneven mix 
of crude and 
sophisticated

More vulnerable 
to state-backed 
disinformation, 
but some plat-
forms are also 
susceptible to 
non-state-backed 
disinformation

Public watchdog
(Indonesia, 
 Malaysia, 
 Philippines, 
Timor Leste)

Both state and 
non-state actors

Mostly 
 sophisticated

High vulnerability 
to both state and 
non-state-backed 
disinformation, 
especially digital 
media

Source: The Authors’ Compilation
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In the government mouthpiece model, media systems are highly 
vulnerable to state-backed disinformation given the overwhelming 
state control of the entire media ecosystem. State propaganda is 
the most prevalent kind of disinformation whether it is executed 
through the state-controlled press or state-sponsored trolling sim-
LODU�WR�9LHWQDPȇV��������VWURQJ�ȆSXEOLF�RSLQLRQ�EULJDGHVȇ�FDOOHG�WKH�
Force 47.9 The costs of non-state-backed hyper-partisan disinfor-
mation campaigns are extremely high and the space available for 
WKHP�LV�FRQVHTXHQWO\�ORZ��$SDUW�IURP�VWDWH�SURSDJDQGD��FRPPHU-
cially motivated disinformation operations are also likely to take 
URRW�PRUH�LQ�WKLV�PHGLD�V\VWHP��6LQFH�SROLWLFV�LV�JHQHUDOO\�R΍�OLPLWV��
disinformation is used to rig economic rather than political compe-
WLWLRQ��0\DQPDUȇV�VWDWH�RZQHG�PHGLD�V\VWHP�LV�DQ�H[DPSOH�RI�WKLV��
A network of Facebook accounts and pages linked to MyTel, a Bur-
mese telecommunications company indirectly owned by Myanmar 
and Vietnamese militaries, were found to be producing disinforma-
tive contents to tarnish the reputation of its competitor.10 Commer-
cial disinformation may be less insidious but it is no less harmful 
than other varieties of disinformation campaigns: it erodes the col-
lective trust of the public in the media, thereby making the media 
system more vulnerable to future disinformation. Cruder forms of 
disinformation, like the Myanmar example, also tend to dominate 
the disinformation scene in this model. There is low incentive for 
powerful actors to go beyond crude forms of disinformation that 
are likely to produce the same outcomes but at a lower cost than 
sophisticated ones. Despite their crudeness, they still work because 
of little competition. More importantly, state forces are not expect-
ed to disrupt a media system already working as their mouthpiece. 

In contrast, the public watchdog model is highly vulnerable to both 
state and non-state-backed disinformation given the media sys-
WHPȇV�UHODWLYH�RSHQQHVV�WR�GL΍HUHQW�DFWRUV��$V�LQFXPEHQWV�GR�QRW�
have a monopoly of access to me-
dia outlets, other political groups 
also make use of the media to 
advance their partisan aims. They 
usually rely on privately-owned 

9 “Vietnam unveils 10,000-strong cyber unit 
to combat ‘wrong views.’” Reuters, 26 
December 2017. (https://www.reuters.com/
article/us-vietnam-security-cyber-idUSK-
BN1EK0XN); Hookway, James. 2017. 
“Introducing Force 47, Vietnam’s new 
weapon against online dissent.” The Wall 
Street Journal, 31 December. (https://www.
wsj.com/articles/introducing-force-47-vi-
etnams-new-weapon-against-online-dis-
sent-1514721606). 

10 Murphy, Hannah, and John Reed. 2020. 
“Facebook accuses telecoms groups of 
disinformation tactics.” Financial Times, 
12 February. (https://www.ft.com/
content/1096ad54-4d5f-11ea-95a0-
43d18ec715f5). 
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media outlets which are heavily commercially dependent, and as 
such, are prone to favour content that will drive the revenue up 
regardless of the harm it may cause. As state actors exploit state-
owned media for their propaganda, other partisan groups take ad-
vantage of the privately-owned press to advance their own agenda, 
HLWKHU�WKURXJK�EX\LQJ�WKHLU�RZQ�PHGLD�VSDFHV�RU�JDPLQJ�WKH�SURȴW�
logic of commercial media. The open-for-all system also incentivis-
es a more sophisticated form of disinformation since only this form 
has a chance of simultaneously attracting public attention, circu-
ODWLQJ�TXLFNO\��DQG�FUHDWLYHO\�FLUFXPYHQWLQJ�VKDUHG�LQGXVWU\�QRUPV�
in an open but crowded media system. The Philippines is a good 
example of this case. Election-related disinformation on Facebook 
during the 2016 and 2019 Philippine elections shifted from the use 
RI�LQȵXHQFHUV�DQG�IDNH�DFFRXQWV�DV�FRQGXLWV�RI�GLVLQIRUPDWLRQ�WR�
PLFUR��DQG�QDQR�LQȵXHQFHUV��DV�ZHOO�DV�FORVHG�LQWHUHVW�JURXSV�DQG�
ORFDO�QHZVJURXSV�Ȃ�WKH�ODVW�EHLQJ�PRUH�GLɝFXOW�WR�PRQLWRU�DQG�
leaving fewer digital traces.11 Behind these innovations are a range 
of big and small advertising and public relations agencies all com-
peting, innovating their products and services, for a slice of the fast 
growing disinformation industry pie.12 The use of professional help 
to produce, disseminate, and innovate election-related disinforma-
tion campaigns is increasingly becoming more common in Indone-
sia,13 another country with a relatively open media system. 

The public watchdog model is especially vulnerable to disinfor-
mation in the digital media because of the incentives provided by 
media self-regulation and private ownership of media. Moreover, 
as the newest form of media, shared informal and formal norms 
of professional conduct among 
those who use digital media have 
yet to develop fully. In comparison, 
traditional print and broadcast 
media have established safe-
guards to secure themselves from 
media manipulation – including 
dealing with advertising and public 
relations agencies doing commu-

11 Ong, Jonathan Corpus, Ross Tapsell, and 
Nicole Curato. 2019. “Tracking Digital 
Disinformation in the 2019 Philippine 
Midterm Election.” New Mandala. (https://
www.newmandala.org/wp-content/
uploads/2019/08/Digital-Disinforma-
tion-2019-Midterms.pdf). 

12 Ong, Jonathan Corpus, and Jason Vincent 
A. Cabañes. 2018. “Architects of Networked 
Disinformation: Behind the Scenes of 
Trolls Accounts and Fake News Production 
in the Philippines.” Newton Tech4Dev 
Network. (https://newtontechfordev.com/
wp-content/uploads/2018/02/ARCHI-
TECTS-OF-NETWORKED-DISINFORMA-
TION-FULL-REPORT.pdf). 

13 Ong, Jonathan Corpus and Ross Tapsell. 
2020. “Mitigating Disinformation in 
Southeast Asian Elections: Lessons from 
Indonesia, Philippines and Thailand.” 
NATO Strategic Communications Centre 
of Excellence. (https://www.stratcomcoe.
org/mitigating-disinformation-south-
east-asian-elections). 
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nication work for their clients. This does not mean that traditional 
media is immune to disinformation, but there are barriers to entry 
which are absent in digital media.

In comparison, societies with a limited public informant media 
system are more vulnerable to state-backed disinformation but 
may also be susceptible to non-state-backed disinformation due 
to the uneven regulation, ownership, and independence struc-
tures of media platforms. State-dominated platforms are used for 
state propaganda while non-state actors try to use private media 
for disinformation operations. For example, print media in Sin-
gapore is tightly regulated while print media in Thailand enjoys 
relative independence. The logic of disinformation vulnerability in 
WKH�JRYHUQPHQW�PRXWKSLHFH�PRGHO�H[WHQGV�WR�6LQJDSRUHȇV�SULQW�
media while the form of disinformation vulnerability observed in 
WKH�SXEOLF�ZDWFKGRJ�PRGHO�H[WHQGV�WR�7KDLODQGȇV�SULQW�PHGLD��7KLV�
is why one can expect an uneven mix of crude and sophisticated 
disinformation activity in this model, depending on the platform. 
As media ownership is also mixed, disinformation operations take 
an even more partisan form. Media platforms have evolved to be 
highly biased towards one side, making them more vulnerable to 
GLVLQIRUPDWLRQ��7KDLODQGȇV�EURDGFDVW�PHGLD��IRU�H[DPSOH��LV�JHQHU-
ally divided along pro-establishment and anti-government televi-
sion channels which tend to promote skewed, hyper-partisan, and 
sometimes disinformative contents depending on their favored 
interests. However, the limited public informant model is still more 
vulnerable to state-backed disinformation considering that state 
actors usually have far more institutionalised advantages in terms 
of media control and resources.  
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:H�GHȴQH�GLVLQIRUPDWLRQ�UHVLOLHQFH�DV�WKH�FDSDFLW\�RI�D�PHGLD�
 system to prepare for, respond to, and recover from the hazards 
and harms of disinformation. We argue that developing disin-
IRU�PDWLRQ�UHVLOLHQFH�UHTXLUHV�LGHQWLI\LQJ�DQG�UHVSRQGLQJ�WR�WKH�
particular disinformation vulnerability of each media system. 
2XU�UHVHDUFK�ȴQGV��KRZHYHU��WKDW�WKH�SROLF\�UHVSRQVHV�WR�GLVLQIRU-
PDWLRQ�LQ�6RXWKHDVW�$VLD�KDYH�\HW�WR�EHQHȴW�IURP�D�PHGLD�V\VWHP�
approach. Despite diverse media systems, three general policy 
approaches are increasingly becoming common in Southeast Asia: 
(1) state-led content regulation, (2) mainstreaming disinforma-
WLRQ�OLWHUDF\��DQG�����WHFKQRORJ\�ȴUP�OHG�FRQWHQW�UHJXODWLRQ�14 In 
Table 3, we show that the application of these policy approaches 
ZLWKRXW�WKH�EHQHȴW�RI�D�PHGLD�V\VWHP�FRQWH[W�FDQQRW�PLQLPLVH�
disinformation vulnerability in the region. 

Table 3: Common Policy Responses to Disinformation 
and its Impact on Media Systems in Southeast Asia 

Common  Policy 
Responses to 
Disinformation 
in Southeast 
Asia

Media System Models in Southeast Asia

Government 
mouthpiece 
model

Limited public 
informant model

Public watchdog 
model

State-led con-
tent regulation

Unable to address 
state-backed 
disinformation; 
will reinforce total 
state capture of 
media 

Unable to address 
state-backed 
disinformation; 
will even out state 
dominance in all 
media platforms

&RXOG�EH�LQH΍HF-
tive given that 
state regulatory 
apparatus is 
weak; may facili-
tate state-backed 
disinformation 
more

14 Arguelles, Cleve V. 2020. “From Self-
Regulation to State Intervention: Shifting 
Modes of Social Media Regulation in Asia.” 
In Regulating the Cyberspace, edited by 
Gisela Elsner and Aishwarya Natarajan. 
Singapore: Konrad-Adenauer-Stiftung, 
Rule of Law Programme Asia, 79–94.
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Mainstreaming 
disinformation 
literacy

ΖQH΍HFWLYH�LQ�
state-dominated 
platforms

ΖQH΍HFWLYH�LQ�
state-dominated 
platforms; poten-
WLDOO\�H΍HFWLYH�LQ�
high-choice media 
platforms

Potentially 
H΍HFWLYH�EXW�QRW�
against sophisti-
cated disinforma-
tion

7HFK�ȴUP�OHG�
content regu-
lation

3RWHQWLDOO\�H΍HFWLYH�H[FHSW�LI�FR�RSWHG�
by state; does not address disinforma-
tion beyond social media

Potentially 
H΍HFWLYH�EXW�PD\�
lack transparency 
and accountabil-
ity; will balkanise 
disinformation 
activity

Source: The Authors’ Compilation

One of the most popular policy responses is to grant states more 
SRZHU�WR�UHJXODWH�FRQWHQW�DFURVV�GL΍HUHQW�PHGLD�SODWIRUPV��PRVW�
especially social media. States are called to impose legal sanctions 
on the production and dissemination of disinformative content. 
3HQDOWLHV�LQFOXGH�FHQVRUVKLS��ȴQHV��DQG�MDLO�WLPH��<HW�WKLV�LV�ERWK�
LQDGHTXDWH�DQG�GDQJHURXV�IRU�VRPH�PHGLD�V\VWHPV��ΖQ�WKH�JRY-
ernment mouthpiece and limited public informant models, content 
regulation appeals to the government since it lends them more 
power to shape public discourse, and more often than not, restrict 
public dissent. It also empowers states to legitimise censorship 
under the guise of defending the public from disinformation. Sin-
JDSRUHȇV�3URWHFWLRQ�IURP�2QOLQH�)DOVHKRRGV�DQG�0DQLSXODWLRQ�$FW�
(POFMA) for example, has been increasingly used against opposi-
tion politicians and state critics.15 The same issue can be observed 
in the public watchdog model where although states have less 
capacity to regulate disinformative content, they primarily use it 
for politicised and partisan purposes.16 But even if state actors are 
willing, they will still need to build state capacity to regulate media 
content in general. State-led content regulation is unlikely to build 
disinformation resilience in media 
systems that are vulnerable to 

15 “POFMA O"ce directs Brad Bowyer 
to correct Facebook post in first use of 
‘fake news’ law.” Channel News Asia, 
25 November 2019. (https://www.
channelnewsasia.com/news/singapore/
bradbowyer-facebook-post-falsehood-
pofma-fake-news-12122952); “Facebook 
bows to Singapore’s ‘fake news’ law with 
post ‘correction’”, BBC News, 30 November 
2019. (https://www.bbc.com/news/world-
asia-50613341).

16 Arguelles. 2020. “From Self-Regulation to 
State Intervention.” 
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state-backed disinformation, especially considering that most me-
dia systems are vulnerable to it. 

Another policy response, which many civil society groups have 
devoted their resources to, is to mainstream disinformation liter-
acy norms among the public. This response includes establishing 
IDFW�FKHFNLQJ�LQLWLDWLYHV�RQOLQH�DQG�RɞLQH�DV�ZHOO�DV�HGXFDWLQJ�
people on how to spot fake news. Aside from civil society initia-
tives, some governments those of Cambodia and the Philippines 
have also formally incorporated media literacy into their school 
curricula.17 However, the disinformation literacy approach does 
QRW�DGGUHVV�WKH�LQVWLWXWLRQDO�GLVWULEXWLRQ�RI�LQFHQWLYHV�IRU�GL΍HU-
ent media system actors. It may encourage states and societies to 
pass on the responsibility to safeguard media systems to ordinary 
HGXFDWRUV�DQG�FLWL]HQV�ZKRVH�LQȵXHQFH�RQ�WKH�PHGLD�PDUNHW�
largely depends on media system features. More importantly, 
fact-checking initiatives are increasingly being pulled in partisan 
and polarised directions, too.18 Mainstreaming disinformation 
OLWHUDF\�LV�OHDVW�H΍HFWLYH�LQ�VWDWH�GRPLQDWHG�PHGLD�V\VWHPV�ZKHUH�
PHGLD�FRQVXPHUV�H[HUFLVH�OLWWOH�LQȵXHQFH��ΖI�WKH�SUHVV�PDUNHW�LV�
limited to state outlets, they are less likely to be incentivised to 
respond to fact-checking initiatives and even to a more discerning 
SRSXODWLRQ��7KH�DSSURDFK�PD\�EHQHȴW�KLJK�FKRLFH�PHGLD�V\VWHPV�
more, such as the public watchdog model, since media consum-
HUV�KDYH�VLJQLȴFDQW�OHYHUDJH�RQ�WKH�PHGLD�PDUNHW��+RZHYHU��WKH�
increasing sophistication of disinformation may pose a challenge. 
The public will be drawn to play cat and mouse with disinforma-
tion producers – and it will be a tiring cyclical game that the gen-
eral population will not be able to sustain for an extended length 
of time. It will become harder and harder for common media con-
sumers to recognise disinformation designed to evade detection 
by even professional fact checkers. Mainstreaming disinformation 
literacy without addressing institutional incentives will thus be 
LQDGHTXDWH�LQ�GHYHORSLQJ�GLVLQIRUPDWLRQ�UHVLOLHQFH�

And lastly, it has also become fashionable in the region – as it has 
across the world – to pressurise technology companies into regu-

17 Salaverria, Leila B. 2017. “PH, Cambodia 
Agree to Fight ‘Fake News.’” Inquirer.
Net, 17 December. (https://globalnation.
inquirer.net/163065/ph ilippines-cam-
bodia-fake-news-martin-andanar-kh-
ieu-kanharith). 

18 Ong and Tapsell. 2020. Mitigating Disin-
formation in Southeast Asian Elections. 
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lating their platforms against threats of disinformation. Firms ban 
suspicious users, take down content, and demote untrustworthy 
accounts using both professional content moderators as well as 
 algorithms. Facebook, for example, has been publicising its decision 
to ban users and pages from its platform that are deemed to be be-
having inauthentically especially during election seasons.19 Another 
H[DPSOH�LV�7ZLWWHUȇV�UHFHQW�PRYH�WR�ODEHO�DOO�VWDWH��FRQWUROOHG�JRY-
ernment and media accounts.20 These moves, however, may create 
new harms in societies where technology companies exercise 
unparalleled power. In many countries in the region, social media 
platforms are informational giants with a monopoly on online da-
ta.21�3ODWIRUP�EDQV�DQG�RWKHU�PHDVXUHV�EHLQJ�WDNHQ�E\�WKHVH�ȴUPV�
are rarely a product of deliberation with the broader public. In fact, 
other researchers have observed that technology platforms rarely 
engage with, or pay attention to government and civil society in 
Southeast Asia compared to their counterparts in Western Europe 
and North America.22

7HFKQRORJ\�ȴUP�OHG�FRQWHQW�UHJXODWLRQ�LV�SRWHQWLDOO\�WKH�PRVW�XVH-
IXO�WRRO�WR�GHYHORS�GLVLQIRUPDWLRQ�UHVLOLHQFH�LQ�GL΍HUHQW�PHGLD�V\V-
WHPV��%XW�WKLV�SRWHQWLDO�GRHV�QRW�FRPH�ZLWKRXW�LWV�VSHFLȴF�GDQJHUV��
In the government mouthpiece and limited public informant mod-
HOV��WKLV�DSSURDFK�PD\�EH�H΍HFWLYH��HVSHFLDOO\�LI�WHFKQRORJ\�SODW-
forms exercise their power to challenge the monopoly or uneven 
LQȵXHQFH�RI�WKH�VWDWH�RYHU�WKH�HQWLUH�PHGLD�HFRV\VWHP��7KHLU�SODW-
IRUPV�PD\�LQWHUUXSW�DQ�RWKHUZLVH�FORVHG�PHGLD�V\VWHP�ȴOOHG�ZLWK�
either state propaganda or state-
backed disinformation. However, 
technology platforms may be also 
forced to pander to state actors 
due to a fear of being sanctioned 
RU�ORVLQJ�DFFHVV�WR�D�FRXQWU\ȇV�
market. For instance, Facebook in 
Thailand recently banned foreign 
election-related ads as well as 
online groups  critical of the mon-
archy. Journalists are worried that 

19 Chan, Francis. 2017. “Indonesian Police 
Uncover ‘Fake News Factory.’” The Straits 
Times, 17 September. (https://www.strait-
stimes.com/asia/se-asia/indonesian-po-
lice-uncover-fake-news-factory); “Face-
book Dan Instagram Hapus Akun Terkait 
Papua Barat.” CNN Indonesia, 4 October 
2019. (https://www.cnnindonesia.com/
teknologi/20191004180933-185-436840/
facebook-dan-instagram-hapus-akun-ter-
kait-papua-barat); “Taking Down Coordi-
nated Inauthentic Behavior in Indonesia.” 
Facebook, 1 February 2019. (https://about.
fb.com/news/2019/01/taking-down-coordi-
nated-inauthentic-behavior-in-indonesia/).

20 “About Government and State-A"liated 
Media Account Labels on Twitter.” Twitter, 
26 August 2020. (https://help.twitter.com/
en/rules-and-policies/state-a"liated).

21 Iosifidis, Petros, and Leighton Andrews. 
2020. “Regulating the internet intermedi-
aries in a post-truth world: Beyond media 
policy?” International Communication 
Gazette 82, 3: 211–230.

22 Ong and Tapsell. 2020. Mitigating Disin-
formation in Southeast Asian Elections. 
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WKLV�PD\�XQIDLUO\�EHQHȴW�RQO\�WKH�DOUHDG\�SRZHUIXO�PLOLWDU\�EDFNHG�
government.23 If such methods are adopted more often by the 
state, technology platforms may merely reinforce state dominance 
over traditional media and extend that dominance to include the 
digital media. The China model, where major technology platforms 
are either completely banned or follow state rules of censorship, 
stands as a worrying example especially because the Chinese 
government has been actively exporting its regulation model to its 
neighboring countries in Asia.24

In the public watchdog model, the danger of platform-led content 
UHJXODWLRQ�VWHPV�IURP�WKH�QDWXUH�RI�WHFKQRORJ\�ȴUPV�DV�SULYDWH�
entities: they cannot always be expected to be either transparent or 
accountable to the public. The media in the public watchdog model 
is already challenged by dominant commercial media interests. But 
WKLV�DSSURDFK�HVVHQWLDOO\�DOORZV�FRPPHUFLDO�WHFKQRORJ\�ȴUPV�WR�
assume an even more prominent role in governance – raising valid 
concerns about the incompatibility of commercial interests and 
public interests. For instance, many of the social media platforms 
HDUQ�KXJH�SURȴWV�IURP�KLJKO\�HQJDJHG�GLVLQIRUPDWLYH�FRQWHQW�DQG�
have been even responsible for the continuing violence against 
some marginalised groups in the region including the Rohingyas 
in Myanmar.25�7HFKQRORJ\�ȴUPV�GHYHORS�SODWIRUPV�ZKHUH�GLVLQIRU-
PDWLRQ�FDQ�EH�ȴQDQFLDOO\�UHZDUGLQJ�IRU�WKHP�DQG�WKH\�KDYH�EHHQ�
rarely held accountable for it.26�7HFKQRORJ\�ȴUP�OHG�FRQWHQW�UHJX-
ODWLRQ�PD\�HQG�XS�UHLQIRUFLQJ�WKH�RYHUZKHOPLQJ�LQȵXHQFH�WKDW�WKH�
private media industry currently 
enjoys in shaping media govern-
ance, possibly at the expense of 
other sectors in society.

Most importantly, while we and 
other researchers see great po-
tential in platform bans in devel-
oping disinformation resilience,27 
there is a need to ensure that 
media system-level drawbacks is 

23 “Facebook blocks foreign ads before Thai 
election amid fears junta will benefit”, 
South China Morning Post, 31 January 
2019. (https://www.scmp.com/news/asia/
southeast-asia/article/2184460/facebook-
will-block-foreign-ads-and-bad-actors-
thai); BBC News. 2020. “Facebook blocks 
Thai access to group critical of monarchy.” 
BBC News, 25 August 2020. (https://www.
bbc.com/news/world-asia-53899816). 

24 Arguelles. 2020. From Self-Regulation to 
State Intervention. 

25 United Nations Human Rights Council. 
2018. Report of the Detailed Findings of the 
Independent International Fact-Finding 
Mission on Myanmar. (https://digitalli-
brary.un.org/record/1643079?ln=en). 

26 Lewis, Rebecca. 2018. “Alternative Influ-
ence: Broadcasting the Reactionary Right 
on Youtube.” Data & Society. (https://data-
society.net/wp-content/uploads/2018/09/
DS_Alternative_Influence.pdf). 

27 Lewis. 2018. “Alternative Influence: Broad-
casting the Reactionary Right on Youtube.”
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not overwhelming. Addressing disinformation in the digital media 
but not in traditional media may only balkanise disinformation in 
the media system. The reach of traditional media is still unparal-
leled and it is the platform mostly dominated by either commercial 
or state interests. It is too important to the entire media system to 
be left out. In fact, highly-publicised platform bans or content take-
downs may unwittingly let disinformation travel from digital media 
to print and broadcast media. Mainstream media generally reports 
WKHVH�DFWLRQV�RI�WHFKQRORJ\�ȴUPV�DQG�WKLV�FDQ�OHDG�WR�SRSXODULVLQJ�
disinformative content through a takeover of the mainstream news 
cycle.28 The platform boundaries in a media system can be porous, 
and disinformation operators can easily take advantage of that. A 
EDONDQLVHG�UHVSRQVH�WR�GLVLQIRUPDWLRQ�ZLOO�EH�LQDGHTXDWH�WR�IDFH�
the challenges of media system-wide disinformation vulnerability.  

28 Phillips, Whitney. 2018. “The Oxygen of 
Amplification: Better Practices for Report-
ing on Extremists, Antagonists, and Manip-
ulators Online.” Data & Society. (https://
datasociety.net/library/oxygen-of-amplifi-
cation/). 
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Using a media system approach to disinformation vulnerability, 
RXU�UHVHDUFK�VKRZV�WKDW�DOO�VRFLHWLHV�DUH�HTXDOO\�EXW�GL΍HUHQWO\�
 vulnerable to disinformation regardless of their media system 
PRGHO��9DULHG�PHGLD�V\VWHP�PRGHOV�FRQVHTXHQWO\�SURGXFH�YDULHG�
forms of disinformation vulnerability. Our research argues that in 
order to develop disinformation resilience, policy responses, rather 
than being applied uniformly across all media system types, must 
EH�UHVSRQVLYH�WR�VSHFLȴF�IRUPV�RI�GLVLQIRUPDWLRQ�YXOQHUDELOLW\��2XU�
proposed initiatives demand institutional changes and will be more 
helpful in the long-run than in the short-term.

In the government mouthpiece model, disinformation is essen-
WLDOO\�D�FRQVHTXHQFH�RI�VWDWH�FDSWXUH�RI�WKH�PHGLD��7KLV�PHDQV�
that addressing disinformation vulnerability in this model would 
UHTXLUH�OHVV�VWDWH�FRQWURO�RYHU�WKH�HQWLUH�PHGLD�ODQGVFDSH��6WDWH�
led content regulation is likely to worsen state-backed disinforma-
tion; a disinformation-literate population is unlikely to have any 
�VLJQLȴFDQW�OHYHUDJH�RYHU�VWDWH�SUHVV��DQG�WHFKQRORJ\�ȴUP�OHG�FRQ-
WHQW�UHJXODWLRQ�FDQ�SRWHQWLDOO\�EH�SDUWLDOO\�H΍HFWLYH�LI�QRW�FR�RSWHG�
E\�WKH�VWDWH��7KH�VWDWHȇV�PRQRSRO\�FRQWURO�RI�PHGLD�DOORZV�LW�WR�
simultaneously play both the role of disinformation producer and 
regulator without external checks and balances, leaving media au-
diences especially vulnerable and severely limited in their capacity 
to respond. Developing disinformation resilience in this model, 
WKHQ��UHTXLUHV�DUGXRXV�ORQJ�WHUP�PHGLD�V\VWHP�ZLGH�LQLWLDWLYHV�
that can help media develop autonomy from the state – in social 
role, ownership, regulation, and professional practice. 

In the public watchdog model, disinformation is generally a result 
of the business capture of the media. Policies to address disin-
formation must encourage media freedom not only from state 
interests but also commercial ones. State-led content regulation is 
OLNHO\�WR�EH�LQH΍HFWLYH�LI�LW�LV�QRW�GLVUXSWLYH�RI�PHGLD�VHOI�UHJXODWLRQ�
norms; mainstreaming disinformation literacy can partially safe-
JXDUG�LWV�KLJK�FKRLFH�PHGLD�HQYLURQPHQW��DQG�WHFKQRORJ\�ȴUP�OHG�
FRQWHQW�UHJXODWLRQ�LV�SRWHQWLDOO\�RQH�RI�WKH�PRVW�H΍HFWLYH�PHDQV�
to combat disinformation – but only in the digital media. Develop-
ing disinformation resilience in this model is a matter of creating 
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disinformation-related self-regulation protocols and norms among 
journalists and media platforms. This is an attainable task but the 
presence of varied actors with varied interests may mean that it 
may take a longer time – and can make the media system deeply 
vulnerable in the meantime. 

In the limited public informant model, disinformation vulnerability 
is a function of a mix of state and business capture of the media – 
but mostly skewed in favor of the state. Responding to disinforma-
tion vulnerability in this model is tricky as even small shifts in insti-
tutionalised incentives may exacerbate one form of media system 
capture over another. Depending on the particular platform, the 
advantages and disadvantages of the policy approaches analysed 
can parallel those of the other two models. Social media is likely to 
EHQHȴW�IURP�WHFKQRORJ\�ȴUP�OHG�FRQWHQW�UHJXODWLRQ�OLNH�LQ�WKH�SXE-
lic watchdog model while state-led content regulation for broadcast 
media is similarly dangerous like in the government mouthpiece 
model. Developing disinformation resilience in this media system 
W\SH�ZLOO�UHTXLUH�SODWIRUP�VSHFLȴF�LQLWLDWLYHV��ΖQ�SODWIRUPV�ZKHUH�WKH�
state plays a strong role, developing media autonomy is key. Other-
wise, developing a self-regulation process targeting disinformation 
FDQ�EH�EHQHȴFLDO�

Ultimately, disinformation vulnerability can be traced to media 
system-wide weaknesses, which in turn are borne out of social and 
KLVWRULFDO�VSHFLȴFLWLHV��0HGLD�V\VWHPV�Ȃ�OLNH�SROLWLFDO�V\VWHPV�Ȃ�ZHUH�
ȊVWURQJO\�VKDSHG�E\�WKH�VDPH�VRFLDO�FRQȵLFWV�DQG�E\�WKH�LQVWLWX-
tions and cultural patterns that emerged out of them”29 including 
disinformation. And while institutions like media systems can be 
strongly resilient to change, moments of crises are also moments 
of opportunity to re-shape institutions. The recent disinformation 
plague is proving to be a crisis that is challenging media systems in 
Southeast Asia and the rest of the world. By employing a media sys-
tem approach, we hope that our research shows the possibilities of 
how we can use this crisis to not only deal with disinformation as 
a persistent issue of the day, but to also reshape media systems to 
be more responsive to the needs of the public and the demands of 
democracy and human rights in the long-run.

29 Hallin and Mancini. 2004. Comparing 
Media Systems. 301.



166

The Authors

Cleve V. Arguelles is Assistant Professorial Lecturer at the Depart-
ment of Political Science of De La Salle University. His research on 
the varied challenges to democracy in Southeast Asia including cli-
entelism, disinformation, and populism have been published in the 
journals Asian Politics & Policy, Democratic Theory, Philippine Journal 
of Health Research and Development, Refeng Xueshu, and Review of 
Women’s Studies. He has a BA and MA in Political Science from the 
University of the Philippines and the Central European University, 
respectively. He is presently PhD candidate at the Department of 
3ROLWLFDO�DQG�6RFLDO�&KDQJH�DW�WKH�&RUDO�%HOO�6FKRRO�RI�$VLD�3DFLȴF�
$΍DLUV�RI�WKH�$XVWUDOLDQ�1DWLRQDO�8QLYHUVLW\��

Jose Mari Hall Lanuza is Assistant Professor of Political Science 
from the University of the Philippines Manila, where he handles 
FODVVHV�RQ�3KLOLSSLQH�SROLWLFV��SROLWLFDO�DQDO\VLV��DQG�TXDOLWDWLYH�
research methods. He has written on information poverty, media 
and diplomacy, and mediated political discourses. His most recent 
works tackle the interplay of disinformation and gendered political 
discourses in the Philippines, disinformation in Southeast Asia, and 
the democratic prospects for Philippine social media. His research 
focuses on disinformation, elections and political communication in 
the Philippines, and the politics of media.

7KLV�UHVHDUFK�KDV�EHQHȴWWHG�IURP�WKH�UHVHDUFK�DVVLVWDQFH�RI�-HWKUR�
Camara Lapuz as well as a research grant from the UN Development 
Programme, Consortium on Democracy and Disinformation, and De  
La Salle University Manila.

A
U

TH
O

RS
 A

N
D

 R
EF

ER
EN

CE
S



167

References

Aalberg, Toril, Peter van Aelst, and James Curran. 2010.  
“Media systems and the political information environment: A cross-national 
comparison.” International Journal of Press/Politics 15, 3: 255–271.

Arguelles, Cleve V. 2020. “From Self-Regulation to State Intervention: 
 Shifting Modes of Social Media Regulation in Asia.” In Regulating the 
Cyberspace, edited by Gisela Elsner and Aishwarya Natarajan. Singapore: 
Konrad-Adenauer-Stiftung, Rule of Law Programme Asia. 

BBC News. ������Ȋ)DFHERRN�ERZV�WR�6LQJDSRUHȇV�ȆIDNH�QHZVȇ�ODZ�ZLWK� 
SRVW�ȆFRUUHFWLRQ�ȇȋ����1RYHPEHU������� 
(https://www.bbc.com/news/world-asia-50613341).

BBC News. 2020. “Facebook blocks Thai access to group critical of 
 monarchy.” 25 August 2020.  
(https://www.bbc.com/news/world-asia-53899816). 

Chan, Francis.�������ȊΖQGRQHVLDQ�3ROLFH�8QFRYHU�Ȇ)DNH�1HZV�)DFWRU\�ȇȋ� 
The Straits Times, 17 September. 
(https://www.straitstimes.com/asia/se-asia/indonesian-police-uncover-fake-
news-factory). 

Channel News Asia.�������Ȋ32)0$�2ɝFH�GLUHFWV�%UDG�%RZ\HU�WR�FRUUHFW�
)DFHERRN�SRVW�LQ�ȴUVW�XVH�RI�ȆIDNH�QHZVȇ�ODZ�ȇȋ����1RYHPEHU������ 
(https://www.channelnewsasia.com/news/singapore/bradbowyer-face-
book-post-falseho od-pofma-fake-news-12122952).

CNN Indonesia. 2019. “Facebook Dan Instagram Hapus Akun Terkait  
Papua Barat.” 4 October 2019.  
(https://www.cnnindonesia.com/teknologi/20191004180933-185-436840/
facebook-dan-instagram-hapus-akun-terkait-papua-barat). 

Facebook. 2019. “Taking Down Coordinated Inauthentic Behavior in 
 Indonesia.” 1 February 2019.  
(https://about.fb.com/news/2019/01/taking-down-coordinated-inauthentic-be-
havior-in-indonesia/).

Hallin, Daniel and Paolo Mancini. 2004. Comparing Media Systems: Three 
Models of Media and Politics. Cambridge, United Kingdom: Cambridge Uni-
versity Press.



168

Humprecht, Edda, Frank Esser, and Peter Van Aelst. 2020. “Resilience to On-
line Disinformation: A Framework for Cross-National Comparative Research.” 
The International Journal of Press/Politics.  
(https://doi.org/10.1177/1940161219900126). 

ΖRVLȴGLV��3HWURV��DQG�/HLJKWRQ�$QGUHZV� 2020. “Regulating the internet 
 intermediaries in a post-truth world: Beyond media policy?”  
International Communication Gazette 82, 3.

Lewis, Rebecca.�������Ȋ$OWHUQDWLYH�ΖQȵXHQFH��%URDGFDVWLQJ�WKH�5HDFWLRQDU\�
5LJKW�RQ�<RXWXEH�ȋ�'DWD�	�6RFLHW\�� 
�KWWSV���GDWDVRFLHW\�QHW�ZS�FRQWHQW�XSORDGV���������'6B$OWHUQDWLYHBΖQȵXHQFH�SGI��

Murphy, Hannah and John Reed. 2020. “Facebook accuses telecoms groups 
of disinformation tactics. Financial Times, 12 February.  
(https://www.ft.com/content/1096ad54-4d5f-11ea-95a0-43d18ec715f5). 

Ong, Jonathan Corpus and Jason Vincent A. Cabañes. 2018. “Architects of 
Networked Disinformation: Behind the Scenes of Trolls Accounts and Fake 
News Production in the Philippines.” Newton Tech4Dev Network.  
(https://newtontechfordev.com/wp-content/uploads/2018/02/ARCHITECTS-OF-NET-
WORKED-DISINFORMATION-FULL-REPORT.pdf). 

Ong, Jonathan Corpus and Ross Tapsell. 2020. “Mitigating Disinformation in 
Southeast Asian Elections: Lessons from Indonesia, Philippines and  Thailand.” 
NATO Strategic Communications Centre of Excellence.  
(https://www.stratcomcoe.org/mitigating-disinformation-southeast-asian-
elections). 

Ong, Jonathan Corpus, Ross Tapsell, and Nicole Curato. 2019.  
“Tracking Digital Disinformation in the 2019 Philippine Midterm Election.” 
New Mandala. 
(https://www.newmandala.org/wp-content/uploads/2019/08/Digital-Disinforma-
tion-2019-Midterms.pdf). 

Phillips, Whitney.�������Ȋ7KH�2[\JHQ�RI�$PSOLȴFDWLRQ��%HWWHU�3UDFWLFHV�IRU�
Reporting on Extremists, Antagonists, and Manipulators Online.”  
Data & Society.  
�KWWSV���GDWDVRFLHW\�QHW�OLEUDU\�R[\JHQ�RI�DPSOLȴFDWLRQ����

Reuters. 2017. “Vietnam unveils 10,000-strong cyber unit to combat  
ȆZURQJ�YLHZV�ȇȋ����'HFHPEHU������� 
(https://www.reuters.com/article/us-vietnam-security-cyber/vietnam-unveils-
10000-strong-cyber-unit-to-combat-wrong-views-idUSKBN1EK0XN). 



169

Salaverria, Leila B. ������Ȋ3+��&DPERGLD�$JUHH�WR�)LJKW�Ȇ)DNH�1HZV�ȇȋ 
ΖQTXLUHU�1HW�����'HFHPEHU�� 
(https://globalnation.inquirer.net/163065/philippines-cambodia-fake-news-mar-
tin-andanar-khieu-kanharith). 

Santana-Pereira, Jose. 2012. Media Systems and Information Cnvironments:   
A Comparative Approach to the Agenda-Setting Hypothesis. PhD thesis, 
Department of Political and Social Sciences, European University Institute. 
Florence, Italy.

Semetko, Holli, Jay Blumler, Michael Gurevitch, and David Weaver. 2013. 
The Formation of Campaign Agendas: A Comparative Analysis of Party and Me-
dia Roles in Recent American and British Elections.�1HZ�<RUN��86$��5RXWOHGJH�

Slater, Dan. 2010. Ordering Power: Contentious Politics and Authoritarian 
 Leviathans in Southeast Asia.�1HZ�<RUN��&DPEULGJH�8QLYHUVLW\�3UHVV�

South China Morning Post. 2019. “Facebook blocks foreign ads before Thai 
HOHFWLRQ�DPLG�IHDUV�MXQWD�ZLOO�EHQHȴW�ȋ����-DQXDU\������� 
(https://www.scmp.com/news/asia/southeast-asia/article/2184460/facebook-
will-block-foreign-ads-and-bad-actors-thai). 

The Wall Street Journal.�������ȊΖQWURGXFLQJ�)RUFH�����9LHWQDPȇV�QHZ�ZHDS-
on against online dissent.” 31 December 2017.  
(https://www.wsj.com/articles/introducing-force-47-vietnams-new-weap-
on-against-online-dissent-1514721606). 

Twitter.�������Ȋ$ERXW�*RYHUQPHQW�DQG�6WDWH�$ɝOLDWHG�0HGLD�$FFRXQW�
 Labels on Twitter.” 26 August 2020.  
�KWWSV��KHOS�WZLWWHU�FRP�HQ�UXOHV�DQG�SROLFLHV�VWDWH�DɝOLDWHG���

United Nations Human Rights Council. 2018. “Report of the Detailed Find-
ings of the Independent International Fact-Finding Mission on Myanmar.” 
(https://digitallibrary.un.org/record/1643079?ln=en). 

Wardle, Claire, and Hossein Derakhshan. 2018. “Thinking about 
�ȆΖQIRUPDWLRQ�'LVRUGHUȇ��)RUPDWV�RI�0LVLQIRUPDWLRQ��'LVLQIRUPDWLRQ��DQG�
Mal-Information.” In Journalism,‘Fake News’ & Disinformation, edited by 
 Cherilyn Ireton and Julie Posetti. Paris: UNESCO.


